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1. Log into the sandbox.
• See your email for an access link.

Lab 1 |
Creating an Image Source VM

2. Click the Desktop Images blade.

3. Click Add from Azure Library.

Name Enter a unique name.
Save the name for later!

Description Leave this blank

Network Leave at default.

Azure Image Windows 11 (22H2) Enterprise multi-session + 
Microsoft 365 Apps - Gen2 (multi-session)

VM Size D2s_v5

OS Disk P10

Resource Group Leave at default.

Security Type Leave at default.

Join to AD Uncheck this box.

Do not create image Check this box.

Set Time Zone Set to the local time zone.
Optimize Disk Type when 

Desktop Image is Stopped Check this box.

Provide custom credentials 
for local admin

Create local administrator credentials for 
the image source VM.

4. Configure the following:



Lab 1 |
Creating an Image Source VM



Lab 2.1 |
FSLogix Overview & Best Practices

What is FSLogix?
• A user profile container technology.
• Allows user profiles to roam without losing their 

customizations.
How does it work?

• Requires a storage service for profile containers.
• (E.g., Azure Files / Azure NetApp Files / File Server).

• Installation of the FSLogix application.
• Nerdio automatically installs by default when a new session 

host is created.
• Create FSLogix configuration profiles in Nerdio.

• Assign these profiles to host pools for centralized 
management.

Azure Files
• Microsoft recommends Premium storage in Azure 

Files.
• Premium Storage for Azure Files is Nerdio auto-scale 

compatible.
• Nerdio auto-scaling ensures there is always enough 

storage available.
• Lower tiers of storage may cause errors in daily 

operations.
Storage Options

• UNC Path (File Server)
• Azure Files (Premium)
• Azure NetApp Files (1 TiB minimum required)



Lab 2.2 |
RDP Best Practices for Profile Settings

What is an RDP Profile?
• A configuration created in Nerdio that defines the 

RDP experience for users.

How do RDP Profiles work?
• Can be created at the settings menu and then assigned 

to host pools
• You can also create them on a per-host pool basis.

• This allows you to centralize management and make 
changes from one location.

Audiocapturemode
• Determines whether input can be redirected from the local 

device to the session. 

Camerastoredirect
• Makes local webcam / camera available in the session.

Devicestoredirect
• Allows plug in devices to appear in the session

• E.g., Flash Drives

Drivestoredirect
• Redirects drives from the local machine to the session.

Redirectprinters
• Allows local printers to be made available in the session.

Redirectclipboard
• Allows clipboard sharing between the local device and the session.



Lab 3.1 |
Creating an AVD Workspace

1. Click the Workspace blade.

2. Click Add Workspace.

Name (internal only) Enter a unique name.
Save the name for later!

Friendly Name (visible to users) Enter a unique name.

Description Leave blank.

Resource Group Leave at default.

Location select US East.

3. Configure the following:



3. Click Add dymanic host pool.

1. Find your Workspace.

Lab 3.2 |
Creating a Dynamic Host Pool

2. Click the dropdown arrow next to  
Workspace and select Dynamic Host 
Pools.

HP Name (internal only) Enter a unique name.
Save the name for later!

Description Leave blank.

Desktop Experience Multi user desktop (pooled)

Directory Leave at default.

FSLogix Set to OFF.

Hosts Name Enter a name.

Network Leave at default.

Desktop Image Windows 11 (22H2) Enterprise multi-session + 
Microsoft 365 Apps - Gen2 (multi-session)

VM Size D2s_v5

OS Disk E10

Resource Group Leave at default.

Quick-Assign Leave at default (Empty).

4. Configure the following:



Lab 3.2 |
Creating a Dynamic Host Pool



1. Find the host pool you created.

Lab 3.3 |
Creating Session Hosts

2. Click manage Hosts.

3. Click Add session host.

Host Count 2

Host Name Enter a name.

Network Leave at default.

Desktop Image Windows 11 (22H2) Enterprise multi-session + 
Microsoft 365 Apps - Gen2 (multi-session)

VM Size D2s_v5

OS Disk E10

Resource Group Leave at default.

Process Hosts in Groups of 2

4. Configure the following:



Lab 3.3 |
Creating Session Hosts



Lab 4.1 |
Updating the Image Source VM

2. Find the desktop image you created. 

3. Click the dropdown arrow next to  
Power off & Set as Image and select Run 
Script.

1. Click the Desktop Images blade.

4. Select  Install Google Chrome via Chocolatey.

Note: Wait for the task to finish before moving to the next labs

5. Click  Run Now.



1. Find the Desktop Image you created.

Lab 4.2 |
Creating Desktop Images

2. Click Power off & Set as Image.

Run the following scripted 
actions before set as image OFF

Host Name OFF

Schedule OFF

Security type Leave at default (Standard).

Geographic distribution & Azure 
compute gallery ON

AZURE COMPUTE GALLERY Select the existing one

Hibernation supported Leave UNCHECKED.

Stage new image as inactive Leave UNCHECKED.

Replica Count (Per Region) Leave at default (1).

Save current image as a backup ON

Install App Attach certificates Leave UNCHECKED.

Skip removal of local profiles Leave UNCHECKED.

Leave desktop image VM running Leave UNCHECKED.

3. Configure the following:



Lab 4.2 |
Creating Desktop Images



1. Find the Host Pool you created.

Lab 5 |
Updating Host Pools

2. Click the dropdown arrow next 
to  Manage Hosts , select Hosts , 
and select Resize / Re-image.

Desktop Image toggle to the Desktop Image you just 
created

VM SIZE No Change

OS DISK No Change

PROCESS HOSTS IN GROUPS OF 2

NUMBER OF FAILURES BEFORE 
ABORTING 1

After first group is done, set 
remaining hosts to drain mode Leave UNCHECKED.

FORCE USERS TO LOG OFF NEVER

Set hosts to drain mode while 
waiting for users to log off Leave UNCHECKED.

Send message while waiting for 
users to log off Leave UNCHECKED.

WAIT UP TO Leave at default (1 day).

3. Configure the following:



Lab 5 |
Updating Host Pools



1. Click Setting Blade.

Lab 6.1 |
Configuring Auto-Scale – User-driven

Auto-scale mode User-Driven (Personal )

Name Enter a name.

Start VM on connect Leave UNCHECKED.

Desktop Start and Stop ON

Desktops are stopped after Leave at default (10 minutes).

Bypass drain mode for desktops in this 
pool Leave UNCHECKED.

PRE-STAGE HOST OS DISKS ON (leave default setting)
AUTO-GROW ON (leave default setting)

AUTO-SHRINK ON (leave default setting)
AUTO-HEAL BROKEN HOSTS ON (leave default setting)

2. Click Auto-scale Profiles.

3. Click Add Auto-scale Profiles.

4. Configure the following:

5. Click CANCEL, don’t save this profile.



Lab 6.1 |
Configuring Auto-Scale - User-Driven

IMPORTANT : Click Cancel



1. Click Setting Blade.

Lab 6.2 |
Configuring Auto-Scale – Schedule-based

Auto-scale mode Schedule-based (Personal )

Name Enter a name.

Start VM on connect Leave UNCHECKED.

Working Hours Leave at default.

HOST OS DISKS Leave at default.

AUTO-GROW ON (leave default setting)
AUTO-SHRINK ON (leave default setting)

MESSAGING Leave at default.
AUTO-HEAL BROKEN HOSTS ON (leave default setting)

2. Click Auto-scale Profiles.

3. Click Add Auto-scale Profiles.

5. Click CANCEL, don’t save this profile.

4. Configure the following:



Lab 6.2 |
Configuring Auto-Scale – Schedule-based

IMPORTANT : Click Cancel



1. Click Setting Blade.

Lab 6.3 |
Configuring Auto-Scale – Shared

Auto-scale mode Shared

Name Enter a name.

Session limit per host 10

Load balancing Breadth First.

Start VM on connect Leave UNCHECKED.

Active host defined as AVD agent Available
Base host pool capacity 1
Min active host capacity 0

Bust beyond base capacity 2

Use multiple auto-scale triggers 
(advanced) Leave UNCHECKED.

Select auto-scale trigger CPU Usage
Start or create (scale out) up to Leave default 
Stop or remove (scale in) up to Leave default 

Stop or remove (scale in) hosts only from Leave default 
Scale in aggressiveness Leave default 

ROLLING DRAIN MODE ON (leave default setting)
PRE-STAGE HOSTS ON (leave default setting)

MESSAGING Leave default 
AUTO-HEAL BROKEN HOSTS ON (leave default setting)

2. Click Auto-scale Profiles.

3. Click Add Auto-scale Profiles.

4. Click CANCEL, don’t save this profile.



Lab 6.2 |
Configuring Auto-Scale – Shared

IMPORTANT : Click Cancel



Lab 7 |
WinGet commands Basics

Get Winget Info: Winget --info 
• Shows the version of winget and the default locations 

of install folders, etc.

View Winget Source:   Winget source list
• Use this command to list and manage sources 

for Windows Package Manager
• You can add, remove, update, reset or export repositories.



Lab 7 |
WinGet commands Basics

List Winget Apps on PC: Winget list
• Lists all the applications on your computer, its 

versions and weather or not there is an available manifest 
in winget’s sources.

• All applications can be managed regardless of whether 
they were first installed with winget



Lab 7 |
WinGet commands Basics

List Apsp with available upgrade:  Winget upgrade 
• Returns a list of any installed applications with a newer 

version available for upgrade.

Upgrade all Applications: Winget upgrade --all
• Upgrades all applications on your upgrade list to the 

latest version shown in the manifest.



1. Click Application Blade.

Lab 8 |
Creating UAM Policies

Name Enter a name.

Description Leave this blank

Install / Uninstall INSTALL

Reboot after installation Leave UNCHECKED.

Show favorites only UNCHECK

Select application Google Chrome
Notepad++

Deploy to... Pooled AVD host pools (The host 
pool you created)

Concurrency balancer (AVD) Leave default.
MAINTENANCE WINDOW (AVD) ON (Leave default)

3. Click Add.

2. Click Deployment Policies.

4. Configure the following:



Lab 8 |
Creating UAM Policies



Settings for Success|
Review Auto-scale Savings

Check Auto-scaling monthly 

savings for each host pool.
• The minimum should be around 40% 

– 60% depending on usage.

• Review Auto-scaling history and filter 

by User Sessions and Savings 

Graph.

• Review Autoscaling savings for each 

Host pool.

https://nerdio.co/NME_Auto-scale_History



Settings for Success|
Optimize Auto-scale for Hosts

https://nerdio.co/NME_Auto-scale_History

Is Auto-scale configured 

optimally?
• Determine if hosts are properly sized.

• Are there too many or too few 

sessions per host?

• Is the best load balancing option in 

place?

Make incremental changes and 

monitor – don’t set and forget!



Settings for Success|
Review Host Sizing

https://nerdio.co/NME_Auto-scale_History

Check utilization and sizing.

• Are host CPU and memory resources 

being used predictably?

• Are hosts sized correctly?

• Are you under or over-spec’d?

• Is your environment cost-efficient?



Settings for Success|
Use FSLogix

Deliver a consistent user experience.

• Configure FSLogix and apply settings within 

Nerdio Manager.

• Create multiple FSLogix configurations.

• Centrally manage FSLogix.

• Simplify images – install and hide apps with 

app masking, built into Nerdio.

https://nerdio.co/NME_FSLogix_Settings_and_Config



Settings for Success|
Review Storage Sizing

Check utilization and sizing.

• Is storage sized appropriately for 

FSLogix? Consider performance

• IOPS, throughput, latency

• Enable auto-scaling in Nerdio 

Manager to reduce unnecessary 

costs.

https://nerdio.co/NME_Auto-Scale_Azure_NetApp_Files

https://nerdio.co/NME_Auto-Scale_Azure_Files



Settings for Success|
Log Analytics Workspace (LAW)

Review utilization and sizing.

• Modify retention period to suit requirements.

• Consider user cost attribution and auto-

shrink.

• Change counters in Nerdio Manager to suit 

your needs.

https://nerdio.co/NME_LAW_Management



Settings for Success|
Enable Auto-heal

Automate common fixes via script.
• Define what you consider to be a broken 

host.

• Configure reboots and recovery actions to 

take to resolve the issue.

https://nerdio.co/NME_Enable_Auto-scaling



Settings for Success|
Use Reserved Instances

Reserved Instances reduce the 

cost of session hosts.
• Especially useful if there is an always-on 

base capacity present.

• Use the modeler to project the impact 

of reserved instances.

• RIs can be analyzed on a per-host pool 

basis.

https://nerdio.co/NME_Modeler



Settings for Success|
Use Azure Capacity Extender (ACE)

How does it work?
• ACE is enabled on host pools.

• It allows Nerdio Manager to provision 

machines on alternative VM sizes if the 

default is unavailable.

• Unless you have specific requirements, 

we recommend using ACE!

https://nerdio.co/NME_ACE_Configuration



Settings for Success|
Use the VM Rightsizing Service

https://nerdio.co/NME_ACE_Configuration

How does it work?
• VMRSS gathers and assesses 

resource demand over time.

• This produces data-driven 

recommendations to resize 

over / under-provisioned 

desktop VMs.

• VMRSS works for both personal 

and pooled desktops.



Support Framework


